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Quantum hardware is (too) noisy

Classical RAM (Random Access Memory)

 errors per bit per operation
∼ 10−25

Quantum processor

 errors per bit per operation


Large scale quantum computation 

requires 


∼ 10−3 − 10−4

∼ 10−10 − 10−15



Delocalization provides protection

A. Fowler et al., Phys. Rev. A 86, 2012.

• High rate errors are caused by local physical processes

• Encoding the information in non-local degrees of  
freedom protects it

Surface code 
all  along horizontal direction

all  along vertical direction

XL = X
ZL = Z

}
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data qubit
syndrome measurement qubit }
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Figures borrowed from A. Fowler et al., Phys. Rev. A 86, 2012.
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determine the overall effect of these inferred errors on the logical qubit, 
thus preserving the logical state. Most surface code logical gates can 
be implemented by maintaining logical memory and executing differ-
ent sequences of measurements on the code boundary35–37. Thus, we 
focus on preserving logical memory, the core technical challenge in 
operating the surface code.

We implement the surface code on an expanded Sycamore device38 
with 72 transmon qubits39 and 121 tunable couplers40,41. Each qubit is 
coupled to four nearest neighbours except on the boundaries, with 
mean qubit coherence times T1 = 20 µs and T2,CPMG = 30 µs, in which 
CPMG represents Carr–Purcell–Meiboom–Gill. As in ref. 42, we imple-
ment single-qubit rotations, controlled-Z (CZ) gates, reset and measure-
ment, demonstrating similar or improved simultaneous performance 
as shown in Fig. 1c.

The distance-5 surface code logical qubit is encoded on a 49-qubit 
subset of the device, with 25 data qubits and 24 measure qubits. Each 
measure qubit corresponds to one stabilizer, classified by its basis  
(X or Z) and the number of data qubits involved (weight, 2 or 4). Ideally,  
to assess how logical performance scales with code size, we would 
compare distance-5 and distance-3 logical qubits under identical noise.  

Although device inhomogeneity makes this comparison difficult, 
we can compare the distance-5 logical qubit to the average of four 
distance-3 logical qubit subgrids, each containing nine data qubits 
and eight measure qubits. These distance-3 logical qubits cover the 
four quadrants of the distance-5 code with minimal qubit overlap, 
capturing the average performance of the full distance-5 grid.

In a single instance of the experiment, we initialize the logical qubit 
state, run several cycles of error correction, and then measure the final 
logical state. We show an example in Fig. 2a. To prepare a ZL eigenstate, 
we first prepare each data qubit in |0#  or |1# , an eigenstate of the  
Z stabilizers. The first cycle of stabilizer measurements then projects 
the data qubits into an entangled state that is also an eigenstate of the 
X stabilizers. Each cycle contains CZ and Hadamard gates sequenced 
to extract X and Z stabilizers simultaneously, and ends with the meas-
urement and reset of the measure qubits. In the final cycle, we also 
measure the data qubits in the Z basis, yielding both parity information 
and a measurement of the logical state. Preparing and measuring XL 
eigenstates proceeds analogously. The instance succeeds if the  
corrected logical measurement agrees with the known initial state;  
otherwise, a logical error has occurred.

Our stabilizer circuits contain a few modifications to the standard 
gate sequence described above (see Supplementary Information), 
including phase corrections to correct for unintended qubit frequency 
shifts and dynamical decoupling gates during qubit idles43. We also 
remove certain Hadamard gates to implement the ZXXZ variant of the 
surface code44,45, which helps symmetrize the X- and Z-basis logical error 
rates. Finally, during initialization, the data qubits are prepared into 
randomly selected bitstrings. This ensures that we do not preferentially 
measure even parities in the first few cycles of the code, which could 
artificially lower logical error rates owing to bias in measurement error 
(see Supplementary Information).

Error detectors
After initialization, parity measurements should produce the same 
value in each cycle, up to known flips applied by the circuit. If we com-
pare a parity measurement to the corresponding measurement in the 
preceding cycle and their values are inconsistent, a detection event 
has occurred, indicating an error. We refer to these comparisons as 
detectors.

The detection event probabilities for each detector indicate the 
distribution of physical errors in space and time while running the 
surface code. In Fig. 2, we show the detection event probabilities in 
the distance-5 code (Fig. 2b,c) and the distance-3 codes (Fig. 2d,e) run-
ning for 25 cycles, as measured over 50,000 experimental instances. 
For the weight-4 stabilizers, the average detection probability is 
0.185 ± 0.018 (1σ) in the distance-5 code and 0.175 ± 0.017 averaged 
over the distance-3 codes. The weight-2 stabilizers interact with fewer 
qubits and hence detect fewer errors. Correspondingly, they yield a 
lower average detection probability of 0.119 ± 0.012 in the distance-5 
code and 0.115 ± 0.008 averaged over the distance-3 codes. The relative 
consistency between code distances suggests that growing the lattice 
does not substantially increase the component error rates during error 
correction.

The average detection probabilities exhibit a relative rise of 12% for 
distance-5 and 8% for distance-3 over 25 cycles, with a typical character-
istic risetime of roughly 5 cycles (see Supplementary Information). We 
attribute this rise to data qubits leaking into non-computational excited 
states and anticipate that the inclusion of leakage-removal techniques 
on data qubits would help to mitigate this rise42,46–48. We reason that 
the greater increase in detection probability in the distance-5 code is 
due to increased stray interactions or leakage from simultaneously 
operating more gates and measurements.

We test our understanding of the physical noise in our system by 
comparing the experimental data to a simulation. We begin with a 
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Fig. 1 | Implementing surface code logical qubits. a, Schematic of a 72-qubit 
Sycamore device with a distance-5 surface code embedded, consisting of 25 data 
qubits (gold) and 24 measure qubits (blue). Each measure qubit is associated 
with a stabilizer (blue coloured tile, dark: X, light: Z). Representative logical 
operators ZL (black) and XL (green) traverse the array, intersecting at the lower- 
left data qubit. The upper right quadrant (red outline) is one of four subset 
distance-3 codes (the four quadrants) that we compare to distance-5.  
b, Illustration of a stabilizer measurement, focusing on one data qubit (labelled ψ)  
and one measure qubit (labelled 0), in perspective view with time progressing to 
the right. Each qubit participates in four CZ gates (black) with its four nearest 
neighbours, interspersed with Hadamard gates (H), and finally, the measure 
qubit is measured and reset to |0# (MR). Data qubits perform dynamical 
decoupling (DD) while waiting for the measurement and reset. All stabilizers are 
measured in this manner concurrently. Cycle duration is 921 ns, including 25-ns 
single-qubit gates, 34-ns two-qubit gates, 500-ns measurement and 160-ns reset 
(see Supplementary Information for compilation details). The readout and reset 
take up most of the cycle time, so the concurrent data qubit idling is a dominant 
source of error. c, Cumulative distributions of errors for single-qubit gates (1Q), 
CZ gates, measurement (Meas.) and data qubit dynamical decoupling  
(idle during measurement and reset), which we refer to as component errors.  
The circuits were benchmarked in simultaneous operation using random circuit 
techniques, on the 49 qubits used in distance-5 and the 4 CZ layers from the 
stabilizer circuit38,59 (see Supplementary Information). Vertical lines are means.

Suppressing quantum errors by scaling a surface logical qubit, Google Quantum AI, Nature, 2023.
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into a pair of disjoint error graphs, one each for X and Z errors31. These 
graphs are decoded efficiently using minimum-weight perfect match-
ing53 to select a single probable set of errors.

By contrast, a maximum-likelihood decoder considers all possible 
sets of errors consistent with the detection events, splits them into 
two groups on the basis of whether they flip the logical measurement, 
and chooses the group with the greater total likelihood. The two likeli-
hoods are each expressed as a tensor network contraction51,54,55 that 
exhaustively sums the probabilities of all sets of errors within each 
group. We can contract the network approximately, and verify that the 
approximation converges. This yields a decoder that is nearly optimal 
given the hypergraph error priors, but is considerably slower. Further 
improvements could come from a more accurate prior, or by incorpo-
rating more fine-grained measurement information47,56.

Figure 3 shows a comparison of the logical error performance 
of the distance-3 and distance-5 codes using the approximate 
maximum-likelihood decoder. As the ZXXZ variant of the surface code 
symmetrizes the X and Z bases, differences between the two bases’ 
logical error per cycle are small and attributable to spatial variations 
in physical error rates. Thus, for visual clarity, we report logical error 
probabilities averaged between the X and Z basis; the full dataset may 
be found in the Supplementary Information. Note that we do not 
post-select on leakage or high-energy events to capture the effects 
of realistic non-idealities on logical performance. Over all 25 cycles of 
error correction, the distance-5 code realizes lower logical error prob-
abilities pL than the average of the subset distance-3 codes.

We fit the logical fidelity F = 1 − 2pL to an exponential decay. We start 
the fit at t = 3 to avoid two phenomena that advantage the larger code: 
the lower detection probability during the first cycle relative to subse-
quent cycles (Fig. 2b,d), and the higher effective threshold caused by 
the confinement of errors to thin time slices in few-cycle experiments31. 
We obtain a logical error per cycle ε5 = (2.914 ± 0.016)% (1σ statistical 
and fit uncertainty) for the distance-5 code, compared to an average 
of ε3 = (3.028 ± 0.023)% for the subset distance-3 codes, a relative error 
reduction of about 4%. When decoding with the faster belief-matching 
decoder, we fit a logical error per cycle of (3.056 ± 0.015)% for the 
distance-5 code, compared to an average of (3.118 ± 0.025)% for the 
distance-3 codes, a relative error reduction of about 2%. We note that 
the distance-5 logical error per cycle is slightly higher than those of 
two of the distance-3 codes individually, and that leakage accumula-
tion may cause distance-5 performance to degrade faster than that of 
distance-3 as logical error probability approaches 50%.

In principle, the logical performance of a distance-5 code should improve 
faster than that of a distance-3 code as physical error rates decrease33. 
Over time, we improved our physical error rates, for example by opti-
mizing single- and two-qubit gates, measurement and data qubit idling 
(see Supplementary Information). In Fig. 3c, we show the corresponding 
performance progression of distance-5 and distance-3 codes. The larger 
code improved about twice as fast until finally overtaking the smaller 
code, validating the benefit of increased-distance protection in practice.

To understand the contributions of individual components to our 
logical error performance, we follow ref. 42 and simulate the distance-5 
and distance-3 codes while varying the physical error rates of the vari-
ous circuit components. As the logical-error-suppression factor

Λ ε ε= / (1)d d d d/( +2) +2

is approximately inversely proportional to the physical error rate, we 
can budget how much each physical error mechanism contributes to 
1/Λ3/5 (as shown in Fig. 4a) to assess scaling. This error budget shows 
that CZ error and data qubit decoherence during measurement and 
reset are dominant contributors.

Algorithmically relevant error rates
Even as known error sources are suppressed in future devices, new 
dominant error mechanisms may arise as lower logical error rates are 
realized. To test the behaviour of codes with substantially lower error 
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Fig. 3 | Logical error reduction. a, Logical error probability pL versus cycle 
comparing distance-5 (blue) to distance-3 (pink: four separate quadrants,  
red: average), all averaged over ZL and XL. Each individual data point represents 
100,000 repetitions. Solid line: fit to experimental average, t = 3 to 25 (see main 
text). Dotted line: comparison to Pauli+ simulation. b, Logical fidelity F = 1 − 2pL 
versus cycle, semilog plot. The datapoints and fits are the experimental averages 
and fits from a. c, Summary of experimental progression comparing logical error 
per cycle εd (specifically plotting 1 − εd) between distance-3 and distance-5, for 
which system improvements lead to faster improvement for distance-5 (see main 
text). Each open circle is a comparison to a specific distance-3 code, and filled 
circles average over several distance-3 codes measured in the same session. 
Markers are coloured chronologically from light to dark. Typical 1σ statistical 
and fit uncertainty is 0.02%, smaller than the points.

Single-qubit gate time: 25ns
Two-qubit gate time: 34ns
Measurement time: 500ns
Reset time: 100ns

Short term bottleneck: fast high-fidelity measurements
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Possible shortcuts: better building blocks
Protected qubits

Superconducting circuit protected by two-Cooper-pair tunneling

W. C. Smith,1, ⇤ A. Kou,1 X. Xiao,1 U. Vool,1 and M. H. Devoret1, †

1
Departments of Applied Physics and Physics, Yale University, New Haven, CT 06520, USA

(Dated: January 22, 2020)

We present a protected superconducting qubit based on an e↵ective circuit element that only
allows pairs of Cooper pairs to tunnel. These dynamics give rise to a nearly degenerate ground state
manifold indexed by the parity of tunneled Cooper pairs. We show that, when the circuit element
is shunted by a large capacitance, this manifold can be used as a logical qubit that we expect to be
insensitive to multiple relaxation and dephasing mechanisms.

I. INTRODUCTION

A. Motivation

Superconducting circuits are widely recognized as a
powerful potential platform for quantum computation
and now stand at the frontier of quantum error correction
[1]. Future progress will likely stem from two complemen-
tary strategies: (i) active error correction characterized
by measurement-based [2–4] and autonomous [5–8] stabi-
lization, and (ii) passive error correction characterized by
protected qubits [9, and references therein]. We address
strategy (ii) in this article by designing an experimentally
accessible protected qubit.

The transmon qubit [10] has proven to be a remark-
ably successful prototype of a protected qubit. Its cir-
cuit (depicted in Fig. 1a) contains a Josephson junction
whose potential energy is U = �EJ cos', with EJ being
the tunneling energy and ' being the superconducting
phase across the junction. The large shunt capacitance
imposes a large e↵ective mass for the analogous “particle
in a box,” confining the low-energy wavefunctions near
' = 0, the only minimum for ' 2 (�⇡,⇡). This confine-
ment suppresses the susceptibility of the qubit to o↵set
charge noise and renders the energy spectrum approxi-
mately harmonic with level spacing much smaller than
EJ (see Fig. 1b). On the other hand, circuit elements
with degenerate phase states that only allow tunneling of
pairs of Cooper pairs, meaning their potential energy is
U = �EJ cos 2', have been developed in recent years as a
building block for topologically protected qubits [11, 12].
In this article, we propose a transmon-like qubit with
additional protection from environmental noise by com-
bining the large shunt capacitance of the transmon with
such a cos 2' circuit element (the cross-hatched box in
Fig. 1c). In this case, the wavefunctions are localized
near ' = 0,⇡ (see Fig. 1d), resulting in a nearly degener-
ate harmonic level arrangement. While the detrimental
e↵ects of o↵set charge noise are similarly suppressed in
this circuit, sensitivity of the qubit to other decoherence

⇤ Current Address: QUANTIC Team, INRIA Paris, 2 rue Simone
I↵, 75012 Paris, France; william.smith@inria.fr

† michel.devoret@yale.edu

(a) (b)

(c) (d)

'

'

EJ

EJ

Cshunt

Cshunt

FIG. 1. (a) Electrical circuit for the transmon qubit. (b) Po-
tential energy of the transmon with energy levels and wave-
functions for the first few eigenstates. (c) Electrical circuit
for the idealized protected qubit. The cross-hatched circuit
element comprises a capacitance in parallel with an induc-
tive element that exclusively permits the tunneling of pairs
of Cooper pairs. The superconducting island is indicated by
color. (d) Potential energy of the ideal charge-protected qubit
with the lowest energy levels and wavefunctions.

mechanisms is also reduced, owing to the conservation of
Cooper pair number parity.

In this article, we introduce a few-body transmon-
type qubit where the charge carriers are exclusively pairs
of Cooper pairs. Our central result is that there ex-
ists an experimentally attainable parameter regime for
which conservative predictions of relaxation and dephas-
ing times exceed 1ms, i.e. an order of magnitude higher
than those of typical transmons, given the same envi-
ronmental noise [13, 14]. In the remainder of Sec. I,
we describe a toy model for the protected qubit. We
proceed by analytically and numerically examining the
Hamiltonian for the full superconducting circuit in Sec.
II. Our attention in Sec. III then turns to properties of
the ground state manifold, which we envision using as a
protected qubit. A brief discussion about the concept of
protection and examples of protected qubits, as well as
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our perspectives on readout and control, follows in Sec.
IV. Finally, we summarize our results in Sec. V.

B. cos 2' element

We first examine the advantages of the ideal circuit in
Fig. 1c as a protected qubit. This circuit can be viewed
as a Josephson-junction-like element (the cross-hatched
box) shunted by a capacitance. Pairs of Cooper pairs are
the only charge excitations permitted to tunnel through
this element [11]. In the Cooper pair number basis, the
potential energy assumes the form

�
1

2
EJ

1X

N=�1
(|NihN + 2|+ |N + 2ihN |) = �EJ cos 2',

where EJ is the e↵ective tunneling energy of the pro-
cess. This expression follows from the conjugacy rela-
tion [', N ] = i, where N is the number of Cooper pairs
that have tunneled. The invariance of the potential un-
der translations in ' by multiples of ⇡ implies that half-
fluxons are able to traverse the element.

The shunt capacitance and other charging e↵ects pro-
duce a quadratic kinetic energy, yielding the Hamiltonian

H = 4EC(N �Ng)
2
� EJ cos 2', (1)

where EC is the charging energy and Ng is the o↵set
charge. This o↵set charge has been introduced due to
the periodicity of the Hamiltonian in ', which reflects
the presence of a superconducting island in the circuit
(as colored in Fig. 1c).

Since the circuit element only allows pairs of Cooper
pairs to tunnel, the parity of the number of Cooper
pairs that have tunneled is preserved under the action
of the Hamiltonian. This property leads to two nearly
degenerate ground states |+i and |�i, which only con-
sist of even and odd Cooper pair number states, re-
spectively [12]. Since these states have no overlap in
charge space (equivalently, they have opposite period-
icity in phase space—see Fig. 1d), we have h�|O|+i ⇡ 0
for any su�ciently local operator O. Furthermore, the
states [15] | i = 1p

2
(|+i±|�i) are respectively localized

near ' = 0,⇡ (see Fig. 1d). Because these states have
suppressed overlap in phase space for large EJ/EC (i.e.
they are roughly inversely periodic in charge space), we
have h |O| i ⇡ 0 for similarly local O. These are pre-
cisely the conditions for simultaneously suppressing spu-
rious transitions and phase changes between the states
[16] [resembling a Gottesman-Kitaev-Preskill (GKP) en-
coding on a circle [17]].

More concretely, the ground state splitting obeys

�E ⇡ 16EC

r
2

⇡

✓
2EJ

EC

◆3/4

e�
p

2EJ/EC cos(⇡Ng),

for large EJ/EC (see App. A). The two ground state
energies oscillate out of phase with one another in Ng.

Moreover, this shows that the splitting, as well as the
charge dispersion, is exponentially suppressed in EJ/EC .
Thus, the role of the shunt capacitance is to decrease
the charging energy EC and hence mitigate o↵set charge
noise, much like in the transmon qubit [10].

II. SUPERCONDUCTING CIRCUIT

A. Hamiltonian

We now detail the superconducting circuit necessary to
practically implement the sought-after cos 2' Josephson
element. This circuit, depicted in Fig. 2a, is composed of
two identical arms, each containing a Josephson junction
in series with superinductances [18, 19], arranged in par-
allel [20, 21] and shunted by a large capacitance. These
superinductances are split in half and placed on either
side of the respective Josephson junctions to avoid large
capacitances to ground. Kirchho↵’s current law allows us
to treat the phases across the superinductances in series
as equal. When the external magnetic flux threading the
inductive loop reaches half of a flux quantum, i.e. when

(a)

(b)

'ext'1 '2

�2/2

�2/2�1/2

�1/2

Cshunt

FIG. 2. (a) Reduced electrical circuit for the physical pro-
tected qubit. When 'ext = ⇡, the two Josephson junctions
and superinductances collectively behave as the cross-hatched
element. The superconducting island is indicated by color.
(b) Contour plot of the potential energy U in Eq. 2 in the
'1'2-plane at 'ext = ⇡ for ✓ = 0. The numerically com-
puted instanton trajectory between adjacent potential min-
ima is overlaid in black. Importantly, this trajectory closely
resembles a sequence of straight lines.

Douçot and Vidal, PRL 2002
Smith, Devoret et al., npj Quantum Inf., 2020

cos(2')-qubit
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where

h'2i = 1

2

r
L

C
, (6)

and hence

hcos'i = e�h'2i/2 = exp

 
�1

4

r
L

C

!
. (7)

For
p

L/C � 1, the ground state wave function is very
broad and the wiggles of the cosine nearly average out
aside from an exponentially small correction.

The e↵ective capacitance controlling the phase '+ is
Ce↵ = 2C and the e↵ective inductance is Le↵ = L/2.
Therefore, in the circuit’s ground state we have
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The dependence of the Josephson energy on the strongly
fluctuating light variable '+ is proportional to

hcos'+i = exp
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!
, (9)

which is negligible when
p

L/C is large. We therefore
need only consider the dynamics of the well localized
heavy variable ��, which locks to the value

�� = (✓4 � ✓1)� (✓3 � ✓2) = (✓2 + ✓4)� (✓1 + ✓3) (10)

determined by the phases on the leads, so that the energy
stored in the circuit is

E = f (✓2 + ✓4 � ✓1 � ✓3) +O

 
exp

 
�1

8

r
L

C

!!
,(11)

where f(✓) is a periodic function with period 2⇡.
Now, to devise a qubit, we twist the upper rung relative

to the lower one and connect the leads as shown in Fig. 3,
thus identifying ✓2 with ✓4 and ✓1 with ✓3. In addition, we
add another large capacitance to ensure that tunneling
events changing ✓2�✓1 by ⇡ are heavily suppressed. The
energy of the resulting circuit is

E = f(2(✓2 � ✓1)) + · · · (12)

where the ellipsis represents exponentially small correc-
tions. Thus the energy is very nearly a periodic function
with period ⇡ of the phase di↵erence ✓2 � ✓1, with two
nearly degenerate minima as in Fig. 1.

This robust degeneracy derives from the “superinduct-
ing” properties of each rung, i.e., the large value ofp

L/C. One way to achieve a superinductor, suggested
in [5], is to construct a long chain of N Josephson junc-
tions, each with Josephson coupling J̄ and capacitance
C̄. Then the inductance of the chain is linear in N , and
the capacitance is proportional to 1/N , so

p
L/C / N ,

��

����

��

��� �

��

��

FIG. 3: The circuit for the 0-⇡ qubit is obtained from the
circuit in Fig. 2 by twisting one of the rungs and connecting
the leads, thus identifying ✓2 with ✓4 and ✓1 with ✓3. In ad-
dition, another large capacitance is added to further suppress
tunneling events that change ✓2 � ✓1 by ⇡.

and the breaking of the degeneracy is exponentially small
in the chain length. This suppression arises because the
correction terms in Eq. (12) that break the ⇡-periodicity
are associated with quantum tunneling from one end to
the other in the two-rung ladder. We also require J̄ C̄ to
be large, to suppress phase slips due to tunneling across
the chain, thus ensuring that '+ can be regarded as a
real variable rather than a periodic variable with period
2⇡.
An impedance

p
L/C ⇡ 20 has been achieved us-

ing long chains of devices [7–9]. Another possibility for
achieving large

p
L/C is to use a long wire, thick enough

to suppress phase slips, built from an amorphous super-
conductor with a large kinetic inductance. Whatever
method is used, reaching, say,

p
L/C of order 100 may

be quite challenging, but in this paper we take it for
granted that a robust 0-⇡ qubit can be realized. In fact,
our scheme for implementing accurate quantum gates will
also be based on superinducting circuits.
We will need to be able to measure the qubit, in either

the standard {|0i, |1i} basis (measurement of the Pauli
operator Z) or in the dual basis {|0i±|1i} (measurement
of the Pauli operatorX). In principle the Z measurement
could be performed by connecting the two leads of the
qubit with a Josephson junction, while inserting 1/4 of a
flux quantum through the loop; then the current through
the junction is proportional to sin (✓2 � ✓1 � ⇡/2), with
sign dependent on whether ✓2 � ✓1 is 0 or ⇡.
For measuring X, we envision “breaking” the connec-

tion between ✓1 and ✓3 and then measuring the charge
conjugate to the phase di↵erence ✓1 � ✓3. The energy
of the circuit is f(✓1 + ✓3 � 2✓2), so that if ✓1 advances
adiabatically by 2⇡ with ✓3 fixed, then ✓2 advances by ⇡;
if X = 1 the wave function is invariant and if X = �1
the wave function changes sign. Correspondingly, the
dual charge is either an even or odd multiple of 1/2. In

Brooks, Kitaev, Preskill, PRA 2013

0� ⇡ qubit
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Fluxonium

In this work, we describe fluxonium [21] superconduct-
ing qubits (Fig. 1) designed to evade decoherence due to
dielectric loss and flux noise without sacrificing anharmo-
nicity, flux-tuning range, or controllable interactions. The
circuit design is identical to that introduced in a recent work
[22], where an energy relaxation time in the milliseconds
range was demonstrated by operating fluxoniums away
from both an integer and a half-integer flux bias. Here the
devices are studied near the half-integer flux bias, where
the transition frequency reaches the minimal value and its
first-order sensitivity to external flux vanishes. We observe
T2 > 100 μs in eight devices with varying circuit param-
eters. One device has T2 > 400 μs, another device has
T2 > 300 μs. These record-long coherence times are still
largely limited by energy relaxation. Frequency depend-
ence of relaxation times T1 suggests that this process is
dominated by the surface loss around the large external
antenna shunting the weak junction. Thus, even longer
coherence times are expected on upgrading our fabrication
procedures to the state of the art.
This paper is organized as follows. In Sec. II we

introduce fluxonium. In Sec. III we describe measurements
of nine devices labeled A–I (see Table I). In Sec. IV we
discuss the data in the context of known decoherence
channels. Section V offers a perspective on utilizing low-
frequency fluxonium qubits in the existing quantum-
computing schemes. Section VI concludes the work.

II. FLUXONIUM

A fluxonium circuit consists of a Josephson junction
with energy EJ shunted by a capacitance C and an
inductance L [Figs. 1(a) and 1(b)]. The two linear elements
introduce the charging energy EC ¼ e2=2C and the

inductive energy EL ¼ ðℏ=2eÞ2=L. The parameters must
satisfy EL ≪ EJ and 1≲ EJ=EC ≲ 10, which distinguish
fluxonium from other inductively shunted junction devices.
These conditions place a challenging requirement on the
value of EL, which translates to an extremely large
inductance per unit length of about 104μ0, where μ0 is
the vacuum permeability. To meet this requirement, the
inductance L is constructed from the kinetic inductance of a
tightly packed chain of N ≈ 102 moderate-area (approx-
imately 1 μm2) Josephson tunnel junctions [Fig. 1(c)]. One
can interpret fluxonium as a transmon where the weak
junction is short circuited at low frequencies, and hence,
there is no sensitivity to offset charges even with
EJ=EC ∼ 1. Consequently, there is no need for a large
shunting capacitance, and hence, circuit anharmonicity can
be large. One can also view fluxonium as a generalized
N-junction flux qubit, where the first- and second-order
coupling to flux noise is suppressed as 1=N and 1=N2,
respectively, without significantly reducing the frequency-
tuning range. The circuit Hamiltonian is [23]

H ¼ 4ECn2 þ
1

2
ELϕ2 − EJ cosðϕ − ϕextÞ; ð1Þ

where ϕ is the phase twist across the inductance, and
2e × n is the displacement charge at the capacitance. The
two operators obey ½ϕ; n& ¼ i. The quantity ϕext is the
reduced magnetic flux biasing the loop formed by the weak
junction and the shunting inductance. Near ϕext ¼ 0, the
low-energy spectrum corresponds to plasmalike oscilla-
tions in the central Josephson well with frequencies and
transition dipoles similar to those of a transmon [Fig. 1(d)].

(b) (c)

(d) (e)

(a)

FIG. 1. (a) Images of a single-junction fluxonium device indicating the antenna, the loop, the small junction, and the chip mounted in a
copper resonator. (b) The three-element circuit model of fluxonium. (c) Implementation of a large-value inductance L using a linear
chain of Josephson junctions. (d),(e) The particle-in-a-box potential energy, the spectrum, and the eigenstates for the circuit model in
(b) in the cases ϕext ¼ 0 (d) and ϕext ¼ π (e), which is the focus of the present work.
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Possible shortcuts: better codes
four qubits, see Figure 2 for an example. We give a formal definition of quasi-cyclic codes in Section 4. The Tanner
graph of any quasi-cyclic code has vertex degree six. Although this graph may not be locally embeddable into a 2D
grid, we show that it has thickness ✓ = 2, as desired. This result may be surprising since it is known that a general
degree-6 graph can have thickness ✓=3, see [41].

X =         check Z =         checkL =         qubit R =         qubit "A" wheel edge "B" wheel edge

Figure 2: Tanner graph of a quasi-cyclic code with parameters [[144, 12, 12]] embedded into a torus. Data qubits
associated with the registers q(L) and q(R) defined in Section 5 are shown by bLue and oRange circles. Red and green
squares stand for check qubits associated with X- and Z-type check operators. Any edge of the Tanner graph connects
a data and a check vertex. Each vertex has six incident edges including four short-range edges (pointing north, south,
east, and west) and two long-range edges. To avoid clutter, we only show long-range edges incident to a pair of red
and green vertices. Dashed and solid edges indicate two planar subgraphs spanning the Tanner graph, each of which
is isomorphic to a “wheel graph”, see Section 4.

Below we use the standard notation [[n, k, d]] for code parameters. Here n is the code length (the number of data
qubits), k is the number of logical qubits, and d is the code distance. Table 1 shows small examples of quasi-cyclic
codes along with several metrics of the error suppression achieved by each codes. The distance-12 code [[144, 12, 12]]
may be the most promising for near-term demonstrations, as it combines large distance and high net encoding rate
r = 1/24. For comparison, the distance-13 surface code has net encoding rate r = 1/338. Below we show that the
distance-12 quasi-cyclic code outperforms the distance-13 surface code for the experimentally relevant range of error
rates, see Figure 4. To the best of our knowledge, all codes shown in Table 1 are new.

To quantify the level of error suppression achieved by a code we introduce SM circuits that repeatedly measure the
syndrome of each check operator. The full cycle of syndrome measurement for a length-n quasi-cyclic code requires n
ancillary check qubits to store the measured syndromes. According, the net encoding rate is r = k/(2n). Check qubits
are coupled with the data qubits by applying a sequence of CNOT gates. The full cycle of syndrome measurement
requires only 7 layers of CNOTs regardless of the code length. The check qubits are initialized and measured at the
beginning and at the end of the syndrome cycle respectively, see Section 5 for details. We emphasize that our SM
circuit applies to any quasi-cyclic code beyond those listed in Table 1. The circuit respects the cyclic shift symmetry
of the underlying code. Assuming that the physical qubits (data or check) are located at vertices of the Tanner graph,

5

High-threshold and low-overhead quantum memory (Theory proposal), IBM, 2023.

A bi-planar LDPC (Low-Density 
Parity-Check) code 
[[n=144,k=12,d=12]] 

• Perspective of 
implementation with flip-chip 
technology

• Challenge of long-range 
interactions

• Limited capability for fault-
tolerant logical gate 
implementations 



Possible shortcuts: low-level QEC with bosonic codes
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Low-level QEC with bosonic codes: break-even GKP encoding

2

FIG. 1. Experimental system. (a) The sample consists
of a superconducting aluminum cavity and a sapphire chip
with a transmon circuit, readout resonator and Purcell fil-
ter. The electromagnetic mode of the cavity implements a
harmonic oscillator, and {|gi, |ei} levels of the transmon are
used as ancilla qubit to assist in oscillator QEC. (b) The
sample is cooled in a dilution refrigerator and controlled with
microwave and digital electronics. The QEC process is or-
chestrated by a field-programmable gate array (FPGA), and
its parameters are optimized in-situ by a reinforcement learn-
ing agent implemented on a graphics processing unit (GPU).
(c) Experimental Wigner functions of the Pauli eigenstates
of a grid code with � = 0.34 measured after six QEC cycles.

ENGINEERING ERROR CORRECTION

We now explain the principles of our experiment. Its
core idea is to realize an artificial error-correcting dissi-
pation that removes the entropy from the system in an
efficient manner by prioritizing the correction of frequent
small errors, while not neglecting rare large errors. This
idea is illustrated in Fig. 2(a) for a cartoon system in
which redundancy is achieved with only 4 orthogonal sub-
spaces in total, where C0 is the code subspace and C1�C3
are the error subspaces. In this example, the dissipation
scheme #1 is maximally efficient from the perspective
of entropy removal, since it corrects any error in a sin-
gle step. Such an approach is taken by all qubit-register
stabilizer codes, where measurement of the stabilizers,
syndrome decoding, and recovery, when composed, real-
ize a dissipation channel of high Kraus rank. Although
this approach can also be applied to the oscillator grid
code (see Methods), its implementation entails large con-
trol overhead, which in practice might bring more errors
than it is designed to correct. By contrast, the trickle-
down dissipation scheme #2 has the capacity to correct
all the same errors, but it is not able to do so in a sin-
gle step. Importantly, the most probable small errors,
corresponding to the error space C1, are still corrected
in a single step. Owing to this simplification, such an

approach reduces control overhead in the grid code, and
therefore it was adopted in our work. The continuous-
time version of approach #2 was also demonstrated for
other bosonic codes in [15, 32].

The stabilizer generators of an ideal square grid code
are SX

0 = D(lS) and SZ
0 = D(ilS), where lS =

p
2⇡ is the

length of a grid unit cell, and D(↵) = exp(↵a† � ↵⇤a)
is the displacement operator for an oscillator with cre-
ation and annihilation operators a† and a. Logical Pauli
operators of the ideal code are defined as XL =

p
SX
0

and ZL =
p
SZ
0 . The ideal codewords obey perfect

translation symmetry in phase space and thus contain
an infinite amount of energy. The finite-energy code is
obtained by applying a normalizing envelope operator
N� = exp(��2a†a) to the ideal codewords, where �
parametrizes the code family that approaches the ideal
code in the � ! 0 limit. In phase space, this pa-
rameter controls the extent of the codewords and the
squeezing of their probability peaks. Our experimen-
tal Wigner functions of the codewords with � = 0.34
are shown in Fig. 1(c). The operators of the finite-
energy code are obtained through the similarity trans-
formation induced by the envelope operator [28], for ex-
ample, SX/Z

� = N�S
X/Z

0 N�1
� .

To realize an error-correcting dissipation channel R�

for the finite-energy code, there is at our disposal a sin-
gle ancilla qubit and a classical controller. In principle,
with such resources, it is possible to implement arbitrary
quantum channels of Kraus rank 2M by recycling the an-
cilla M times and using feedback operations conditioned
on the state of the classical M -bit memory of the con-
troller [33, 34]. Here, we construct a rank-4 error correc-
tion channel as a composition of two rank-2 dissipators
R� = RX

� � RZ
� that drive the system towards the +1

eigenspace of the finite-energy code stabilizers SX/Z

� . A
general rank-2 dissipation can be implemented as a uni-
tary U; that entangles the system with the ancilla qubit,
followed by ancilla projective measurement with outcome
b, and a classically-conditioned unitary Ub, see Fig. 2(b).

In our experiment, any unitary is compiled down to a
set of primitive operations: qubit rotations around any
equatorial axis R'(✓) = exp[�i(✓/2)(cos'�x + sin'�y)]
implemented as 32 ns Gaussian pulses with spectral cor-
rections [35]; oscillator displacements D(↵) implemented
as 40 ns Gaussian pulses; relatively slow conditional ro-
tations CR(✓) = exp(i✓�za†a) implemented by waiting
a certain amount of time under the dispersive coupling
Hamiltonian Hd/~ = ��za†a/2 with � = 2⇡ ⇥ 46.5 kHz;
and virtual oscillator rotations RV (#) = exp(i#a†a) im-
plemented dynamically on the field-programmable gate
array (FPGA) in 448 ns. These primitives are used to
construct a fast echoed conditional displacement gate
ECD(�) = �xD(�z�/2) as shown in Fig. 2(b), whose
speed @t|�| = |↵|� is enhanced compared to the native
interaction strength � by a large factor |↵| – magnitude
of the intermediate displacement in phase space [14, 36].

Both rank-2 dissipators are then implemented as fol-

4

ical qubit lifetime. The typical evolution of the aver-
age reward during the training is shown in Fig. 2(c).
The performance level indicated with a black triangle
is achieved with independent calibrations of the system
and control parameters, see Supp. Info. S2. The RL agent
significantly improves upon this baseline performance in
two stages: in the first hundred training epochs, the
agent corrects large errors in the initial parameter val-
ues, and in the subsequent few hundreds of epochs, it
fine-tunes the circuit parameters to achieve the highest
performance.

Several trends in the learning trajectories highlight the
benefits of the model-free RL approach; we elucidate
them in more detail in the Supp. Info. S4D. Here, we only
highlight a single illustrative example. In our implemen-
tation of the ECD gate, there exists a nontrivial tradeoff
between coherent and incoherent errors: the gate can be
implemented faster by displacing the oscillator further
in phase space, i.e., populating it with more intermedi-
ate photons, but this makes the gate more susceptible to
high-order nonlinear effects [36]. Moreover, some choices
of this intermediate photon number can result in a Stark
shift of the ancilla into resonance with a spurious degree
of freedom, e.g., a two-level defect [44, 45]. How these
tradeoffs translate into logical qubit performance is dif-
ficult to model, but the RL agent can learn the optimal
value of the large intermediate displacement without a
model. As shown in Fig. 2(d), it chose to reduce the in-
termediate photon number, improving the performance
of QEC at the cost of a much slower gate.

OBSERVING QEC BEYOND BREAK-EVEN

After the training is finished, we pick the best per-
forming QEC circuit for further characterization. Here,
we focus on the ability of QEC to create a good quantum
memory, i.e. to convert the effect of passage of time into
an identity channel I : ⇢ ! ⇢ that preserves all qubit
states.

A metric quantifying the deviation of any quantum
channel E : ⇢ ! E(⇢) from the identity is the average
channel fidelity, F [E ] =

R
d h |E(| ih |)| i, where the

integral is over the uniform measure on the qubit state
space, normalized so that

R
d = 1. In general, this

fidelity decays over time in a nontrivial way, but to lead-
ing order it evolves as F(t) ⇡ 1 � 1

2� t, where the decay
rate � is equivalent to an average decoherence rate of all
pure states on the qubit Bloch sphere. Conveniently, it
suffices to average across the six Pauli eigenstates alone
[46], leading to an experimental procedure for extracting
� that can be applied to any kind of qubit irrespective
of its error channel. In Fig. 3, we show the results of
such an experiment, conducted for three different qubit
encodings in our system: the {|gi, |ei} subspace of the
transmon, the {|0i, |1i} subspace of the oscillator, and
grid code of the oscillator (with and without QEC).

Both the {|0i, |1i} and {|gi, |ei} qubits are subject to

FIG. 3. System coherence. (a�c) For each qubit, we ini-
tialize Pauli eigenstates, let them evolve freely or under QEC
for a variable amount of time, and measure the respective
Pauli operators. The data for {|gi, |ei} and {|0i, |1i} qubits is
fitted to amplitude damping and white-noise dephasing chan-
nel, and data for error-corrected GKP qubit is fitted to a
Pauli channel. In (c), the | + Xi data is symmetrically re-
flected with respect to 0 for better visibility. Empty circles
represent evolution in absence of QEC, when grid states de-
cay towards vacuum. (d) Lifetime of average channel fidelity
for these three qubits.

amplitude damping and white-noise dephasing channels,
captured by their respective T1 and T2 times, with fi-
delity decay constant given by � = (1/T1 + 2/T2)/3.
From the perspective of a quantum memory, the best
uncorrectable physical qubit in our system is {|0i, |1i},
shown in Fig. 3(b), which achieves �{01} = (800µs)�1.
The {|gi, |ei} qubit, shown for completeness in Fig. 3(a),
only achieves �{ge} = (250µs)�1.

Higher excited states of the oscillator have shorter life-
time due to bosonic enhancement of spontaneous emis-
sion. Therefore, as with any QEC code, encoding a qubit
using grid states incurs an immediate penalty in the fi-
delity decay rate. Moreover, this natural decay, shown in
Fig. 3(c) with empty circles, takes the grid states outside
the logical manifold and eventually towards the vacuum
state |0i.

Our error correcting dissipation stabilizes the grid code
manifold and, together with naturally occurring dissipa-
tion, leads to a logical Pauli channel within this man-
ifold, with the lifetimes of logical Pauli eigenstates of
TX = TZ = 2.20 ± 0.03ms and TY = 1.36 ± 0.03ms.
Under the Pauli channel, the fidelity decay constant is
given by � = (1/TX + 1/TY + 1/TZ)/3, which in our
experiment amounts to �GKP = (1.82ms)�1.

The principal metric characterizing the quality of QEC
from the perspective of quantum memory is the coher-
ence gain of an actively error-corrected logical qubit over

Sivak, Devoret et al., Yale Univ., Nature 2022.
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Ĥ = g2 ̂a†2 ̂d + g2 ̂a2 ̂d†
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Figure 3. Exponential increase of the bit-flip time with the cat size. (a) The bit-flip time (y-axis) is measured (open
circles) as a function of the cat size defined as |↵|2 (x-axis). Up to |↵|2 ⇡ 3.5, Tbit-flip undergoes an exponential increase to
⇡ 0.8 ms, rising by a factor of 4.2 per added photon (solid line). The bit-flip time then saturates (dashed line is a guide for
the eye) for |↵|2 � 5 at 1 ms, a factor of 300 larger than the cat-qubit resonator lifetime T1 in the absence of the pump and
drive. Each circle is obtained from measurements such as in (b) for the circle indicated by the blue arrow. (b) The cat-qubit is
initialized in |0i↵, for a cat size |↵|2 = 5.4. After applying the pump and drive for a variable duration (x-axis), the population
P (y-axis) of |0i↵ (top curve) and |1i↵ (bottom curve) is measured. The data (open circles) are fitted to decaying exponential
functions (solid lines) from which we extract the bit-flip time. (c) Each panel displays the measured Wigner function of the
cat-qubit after a pump and drive duration indicated on the right of each plot. Labels 1-5 mark the correspondence with (b).
The cat-qubit is initialized in |0i↵ (top panel) and over a millisecond timescale, the population escapes towards |1i↵ (lower
panels). The two-photon dissipation ensures that the cat-qubit resonator state remains entirely in the steady state manifold
spanned by |0i↵ and |1i↵.

that cannot be corrected by two-photon dissipation.

The root advantage of the cat-qubit is that its com-
putational states |0i↵ and |1i↵ can be made arbitrarily
long-lived simply by increasing the cat size |↵|2, pro-
vided that conf > err. In this experiment, the dom-
inant error is due to energy decay so that err/2⇡ =

(2⇡T1)
�1

= 53 kHz [20], and conf = 2|↵|22 with a
measured 2/2⇡ = 40 kHz (from which we infer g2/2⇡ =

360 kHz). Hence, we enter the regime conf > err as
soon as |↵|2 > 0.6. We have measured that for each
added photon in the cat-qubit state, the bit-flip time is
multiplied by 4.2. This exponential scaling persists up to
|↵|2 ⇡ 3.5, and the bit-flip time saturates for |↵|2 � 5 at
1 ms, a 300-fold improvement over the resonator intrinsic
lifetime (see Fig. 3). We expect a saturation when the
corrected bit flip rate reaches the rate of residual errors
which are not correctable, such as non-local errors. In the
present experiment, we attribute this saturation to the
coupling with the transmon employed for the resonator
tomography [20], which has a thermal occupation of 1%,
a lifetime T1,q = 5 µs and is dispersively coupled to the
cat-qubit resonator with a rate �/2⇡ = 720 kHz. Over a
timescale in the millisecond range, the transmon acquires
a thermal excitation that shifts the cat-qubit resonator
frequency by �. This triggers a rotation of the resonator
states which overcomes the confining potential since in
this experiment � � conf/2 [20] (note that tomogra-
phy protocols compatible with smaller values of � have

been recently demonstrated [5, 29]). During an average
time T1,q, the resonator states acquire an angle of order
�T1,q � 2⇡. When the transmon excitation decays, the
rotation stops and the two-photon dissipation brings the
resonator state back into the cat-qubit computational ba-
sis. By virtue of the dissipative nature of the protection
mechanism, this process may result in a bit-flip but does
not cause any leakage.

Schrödinger cat states like |±i↵ living in a resonator
with a lifetime T1, lose their coherence at a rate 2|↵|2/T1

[30]. In the cat-qubit paradigm, this translates into a
phase-flip rate which increases linearly with the cat size
|↵|2. In addition, our cat-qubit undergoes a flux pump,
a drive and non-linear interactions, which could further
increase the phase-flip rate. We measure the phase-
flip rate for increasing |↵|2 and confirm a linear scal-
ing (Fig. 4a). Moving towards three dimensional cav-
ities and engineering ever-improving non-linear interac-
tions should decrease the phase-flip rate below a thresh-
old where a line repetition code can actively correct re-
maining errors [15].

In conclusion, we have observed the exponential de-
crease of the bit-flip rate between our cat-qubit states
|0i↵ and |1i↵, as a function of their separation in phase
space, while only linearly increasing their phase-flip rate.
Such an exponential scaling is necessary to bridge the
gap between the modest performance of quantum hard-
ware and the exquisite performance needed for quantum

x300
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Figure 4. Linear increase of the phase-flip rate with the cat size. (a) The phase-flip rate (y-axis) is measured as
a function of the cat size |↵|2. The data (open circles) follow a linear trend (solid line) as expected for the decay rate of a
Schrödinger cat coherence �phase-flip = 2|↵|2/T1,e↵ . We measure T1,e↵ = 2.0 µs, comparable to the intrinsic resonator lifetime of
3.0 µs. Each circle is obtained from measurements such as in (b) for the circle indicated by the blue arrow. (b) The cat-qubit is
prepared in the initial states |±i↵, for a cat size |↵|2 = 2.6. After applying the pump and drive for a variable duration (x-axis),
h�↵

x i± is measured for each initial state and the difference is represented on the y-axis. The X Pauli operator of the cat-qubit
�↵
x corresponds to the photon number parity. The data (open circles) are fitted to a decaying exponential (solid line) from

which we extract the phase-flip rate. (c) Each panel displays the measured Wigner function of the cat-qubit after a pump and
drive duration indicated on the right of each plot. Labels 1-5 mark the correspondence with (b). The cat-qubit is initialized
in the |+i↵ state and the positive and negative fringes demonstrate the quantum nature of this initial state (top panel). The
fringe contrast is reduced by single photon loss which mixes |+i↵ with |�i↵.

computation [3]. This was made possible by inventing
a Josephson circuit which mediates a pristine non-linear
coupling between our cat-qubit mode and its environ-
ment. Further improving the lifetime of the cavity to the
state of the art of a millisecond [31] and a cat size of
|↵|2 ⇡ 5 (resp. 10) should lead to a bit-flip time of ⇡ 1

second (resp. 0.5 hour), and a phase-flip time of ⇡ 100 µs
(resp. 50 µs). With such a long bit-flip time, the entire
effort of active QEC will be focused on correcting the only
significant error: phase-flips. In addition, conditional ro-
tations in the 2D phase space of our cat-qubit form a
universal set of gates, thus bypassing the need for magic
states. These features suggest a significant reduction in
hardware overhead for QEC [15].
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Figure 3. Exponential increase of the bit-flip time with the cat size. (a) The bit-flip time (y-axis) is measured (open
circles) as a function of the cat size defined as |↵|2 (x-axis). Up to |↵|2 ⇡ 3.5, Tbit-flip undergoes an exponential increase to
⇡ 0.8 ms, rising by a factor of 4.2 per added photon (solid line). The bit-flip time then saturates (dashed line is a guide for
the eye) for |↵|2 � 5 at 1 ms, a factor of 300 larger than the cat-qubit resonator lifetime T1 in the absence of the pump and
drive. Each circle is obtained from measurements such as in (b) for the circle indicated by the blue arrow. (b) The cat-qubit is
initialized in |0i↵, for a cat size |↵|2 = 5.4. After applying the pump and drive for a variable duration (x-axis), the population
P (y-axis) of |0i↵ (top curve) and |1i↵ (bottom curve) is measured. The data (open circles) are fitted to decaying exponential
functions (solid lines) from which we extract the bit-flip time. (c) Each panel displays the measured Wigner function of the
cat-qubit after a pump and drive duration indicated on the right of each plot. Labels 1-5 mark the correspondence with (b).
The cat-qubit is initialized in |0i↵ (top panel) and over a millisecond timescale, the population escapes towards |1i↵ (lower
panels). The two-photon dissipation ensures that the cat-qubit resonator state remains entirely in the steady state manifold
spanned by |0i↵ and |1i↵.

that cannot be corrected by two-photon dissipation.

The root advantage of the cat-qubit is that its com-
putational states |0i↵ and |1i↵ can be made arbitrarily
long-lived simply by increasing the cat size |↵|2, pro-
vided that conf > err. In this experiment, the dom-
inant error is due to energy decay so that err/2⇡ =

(2⇡T1)
�1

= 53 kHz [20], and conf = 2|↵|22 with a
measured 2/2⇡ = 40 kHz (from which we infer g2/2⇡ =

360 kHz). Hence, we enter the regime conf > err as
soon as |↵|2 > 0.6. We have measured that for each
added photon in the cat-qubit state, the bit-flip time is
multiplied by 4.2. This exponential scaling persists up to
|↵|2 ⇡ 3.5, and the bit-flip time saturates for |↵|2 � 5 at
1 ms, a 300-fold improvement over the resonator intrinsic
lifetime (see Fig. 3). We expect a saturation when the
corrected bit flip rate reaches the rate of residual errors
which are not correctable, such as non-local errors. In the
present experiment, we attribute this saturation to the
coupling with the transmon employed for the resonator
tomography [20], which has a thermal occupation of 1%,
a lifetime T1,q = 5 µs and is dispersively coupled to the
cat-qubit resonator with a rate �/2⇡ = 720 kHz. Over a
timescale in the millisecond range, the transmon acquires
a thermal excitation that shifts the cat-qubit resonator
frequency by �. This triggers a rotation of the resonator
states which overcomes the confining potential since in
this experiment � � conf/2 [20] (note that tomogra-
phy protocols compatible with smaller values of � have

been recently demonstrated [5, 29]). During an average
time T1,q, the resonator states acquire an angle of order
�T1,q � 2⇡. When the transmon excitation decays, the
rotation stops and the two-photon dissipation brings the
resonator state back into the cat-qubit computational ba-
sis. By virtue of the dissipative nature of the protection
mechanism, this process may result in a bit-flip but does
not cause any leakage.

Schrödinger cat states like |±i↵ living in a resonator
with a lifetime T1, lose their coherence at a rate 2|↵|2/T1

[30]. In the cat-qubit paradigm, this translates into a
phase-flip rate which increases linearly with the cat size
|↵|2. In addition, our cat-qubit undergoes a flux pump,
a drive and non-linear interactions, which could further
increase the phase-flip rate. We measure the phase-
flip rate for increasing |↵|2 and confirm a linear scal-
ing (Fig. 4a). Moving towards three dimensional cav-
ities and engineering ever-improving non-linear interac-
tions should decrease the phase-flip rate below a thresh-
old where a line repetition code can actively correct re-
maining errors [15].

In conclusion, we have observed the exponential de-
crease of the bit-flip rate between our cat-qubit states
|0i↵ and |1i↵, as a function of their separation in phase
space, while only linearly increasing their phase-flip rate.
Such an exponential scaling is necessary to bridge the
gap between the modest performance of quantum hard-
ware and the exquisite performance needed for quantum
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Figure 4. Linear increase of the phase-flip rate with the cat size. (a) The phase-flip rate (y-axis) is measured as
a function of the cat size |↵|2. The data (open circles) follow a linear trend (solid line) as expected for the decay rate of a
Schrödinger cat coherence �phase-flip = 2|↵|2/T1,e↵ . We measure T1,e↵ = 2.0 µs, comparable to the intrinsic resonator lifetime of
3.0 µs. Each circle is obtained from measurements such as in (b) for the circle indicated by the blue arrow. (b) The cat-qubit is
prepared in the initial states |±i↵, for a cat size |↵|2 = 2.6. After applying the pump and drive for a variable duration (x-axis),
h�↵

x i± is measured for each initial state and the difference is represented on the y-axis. The X Pauli operator of the cat-qubit
�↵
x corresponds to the photon number parity. The data (open circles) are fitted to a decaying exponential (solid line) from

which we extract the phase-flip rate. (c) Each panel displays the measured Wigner function of the cat-qubit after a pump and
drive duration indicated on the right of each plot. Labels 1-5 mark the correspondence with (b). The cat-qubit is initialized
in the |+i↵ state and the positive and negative fringes demonstrate the quantum nature of this initial state (top panel). The
fringe contrast is reduced by single photon loss which mixes |+i↵ with |�i↵.

computation [3]. This was made possible by inventing
a Josephson circuit which mediates a pristine non-linear
coupling between our cat-qubit mode and its environ-
ment. Further improving the lifetime of the cavity to the
state of the art of a millisecond [31] and a cat size of
|↵|2 ⇡ 5 (resp. 10) should lead to a bit-flip time of ⇡ 1

second (resp. 0.5 hour), and a phase-flip time of ⇡ 100 µs
(resp. 50 µs). With such a long bit-flip time, the entire
effort of active QEC will be focused on correcting the only
significant error: phase-flips. In addition, conditional ro-
tations in the 2D phase space of our cat-qubit form a
universal set of gates, thus bypassing the need for magic
states. These features suggest a significant reduction in
hardware overhead for QEC [15].
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FIG. 4. Error scaling with photon number. (top) The bit-flip
time (y-axis, log scale) increases exponentially with photon
number (x-axis), multiplying by 4.1 for each added photon
(dashed line). It is extracted from the average population
transfer over time between |±↵i (open circles), or as the aver-
age time between switching events of a single real-time trajec-
tory (open triangles). (bottom) Dephasing rate (left y-axis)
as a function of photon number (x-axis). The data (open
circles) only slightly deviate from the expected linear trend
(dashed line). The dephasing time TZ = ��1

Z is displayed on
the right y-axis.

|↵i ! |2↵i. Next, we activate the longitudinal pump
to distinguish between these two states. We repeat this
measurement for 21 timesteps t 2 [0, 3TX ] and average
each point 1500 times. This method becomes impractical
for bit-flip times exceeding 100 ms, for which the mea-

surement would take 2.6 hours. Instead, for these long
bit-flip times that occur at |↵|2 > 7, we record the real-
time trajectory of the memory field. After initializing the
memory in |↵i and activating the two-photon exchange,
we apply a weak drive on the memory for 250 µs every
millisecond. This slightly perturbs the state away from
its steady state. In response to this perturbation, the
bu↵er mode develops an average occupation proportional
to the field ±↵ in the memory, which is then measured
by heterodyne detection (Fig. 3d, bottom panel). We
observe switching events in real time, so TX is well esti-
mated from a single trace lasting ⇡ 100TX . Using these
methods, we measure TX for |↵|2 = 2.6, 5.9, 11.7, and
observe a spectacular increase from 400 µs, to 70 ms, to
16 seconds.
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and switching times (Fig.4). We observe the bit-flip time
multiply by 4.1 for every added photon, culminating at 16
seconds. This is a four order of magnitude improvement
over previous implementations [12, 23]. On the other
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Notably, despite the presence of the strong two-photon
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only 25% larger than the one obtained from spectroscopy
in the absence of the pump.
In conclusion, this experiment reconciles the previously

conflicting criteria of quantum controllability and macro-
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ror correction. However, this demands that not a single
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we demonstrate the generation, control and tomogra-
phy of quantum superpositions of dynamical states with
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• Moderate noise bias regime: tailor surface code / use a 1st order correction against bit-flips
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•  Large noise bias regime (  photons): repetition code against phase-flips may be sufficientn̄ > 10 − 15
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Bias-preserving gates

Definition: A bias-preserving gate preserves the exponential suppression of bit-flips

• A bias-preserving unitary

X(±π) Y(±π)

Z(θ)

|ψ⟩

Bias-preserving : {±X, ± Y, Z(θ)}

« Depolarizing » : U(2) \ {±X, ± Y, Z(θ)}
}
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HZH† = X

UZU† ∝ Z



Bias-preserving gates

• A bias-preserving implementation

X(π)

|ψ⟩

   = ei π
2 X Z ei π

2 X X(XZ)

|ψ⟩

ϵ

X(π+ϵ)

ei(π+ϵ)X ≈ X(I + iϵX)

Robustness to systematic errorsBias-preserving continuous process

Z
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*

« Bias-preserving » operations Fault-tolerant logical operations

//

//

//

//

Transversal//
Cat qubit Repetition cat qubit

| + ⟩L = |𝒞+
α⟩⊗n

| − ⟩L = |𝒞−
α⟩⊗n

| + ⟩ = |𝒞+
α⟩

| − ⟩ = |𝒞−
α⟩ … …

Scheme for universal quantum computation

Quantum 
Zeno effect

Code 
deformation
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•
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« Zeno » gates
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Quantum Zeno recipe *

M.M. et al, NJP 2014 

  and      with  κ2( ̂a2 − α2) ĤZ ⇒ ϵĤeff Ĥeff = PαĤPα

     ĤZ = ϵ( ̂a + ̂a†) ⇒ Ĥeff = ϵαZ 
Pα = |𝒞+
α⟩⟨𝒞+

α | + |𝒞−
α⟩⟨𝒞−

α |

Z = |𝒞+
α⟩⟨𝒞−

α | + |𝒞−
α⟩⟨𝒞+

α |

ϵ ≪ κ2

Same recipe for ZZ(θ), ZZZ(θ), . . . S. Touzard et al, PRX 2018
Improved designs: R. Gautier et al, PRXQ 2023



Bias-preserving X gate through code deformation

20

X ≈ |α⟩⟨−α | + | − α⟩⟨α |

|0⟩ ≈ |α⟩

|1⟩ ≈ | − α⟩|0〉

|1〉

|+〉|−〉

|α⟩| − α⟩|α⟩| − α⟩

Dissipative realization:

|0⟩ + i |1⟩ → |0⟩ − i |1⟩

𝒟[ ̂a2 − (αeiπt/T)2]𝒟[ ̂a2 − α2] →

|0⟩ → |1⟩ |1⟩ → |0⟩

| ± α⟩ → | ∓ α⟩
T

J. Guillaud and MM,  PRX 9, 041053, 2019



* C. Chamberland et al, PRXQ, 2022

pCNOT
X = (5.58

κ1

κ2
+ 1.68

κ1

κ2
)e−2n̄

Master equation simulation for 
exponentially suppressed bit-flip errors

pL = pZL
+ pXL

pZL
= A(

p
pth

)d + 1
2 pXL

≤ 2d(d − 1)pCNOT
X

*

Quantum memory: overhead

** See F.M. Le Regent et al., Quantum, 2023 for leakage considerations.
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Where are the experiments? 2

FIG. 1. (a) A four wave mixing coupler such as a transmon or
ATS swaps pairs of photons of a memory mode at !m for sin-
gle photons of a bu↵er mode at !b at a rate g2 owing to a pump
at |!b�2!m|. The bu↵er loss rate b thus leads to an e↵ective
two-photon dissipation rate 2 that scales with pump ampli-
tude. Driving the bu↵er mode on resonance at a displacement
rate ✏d stabilizes a cat code {|±↵i}. (b) A three-wave mixing
coupler passively performs the same photon exchange when
!b = 2!m. (c) Scheme of the autoparametric cat. The three-
wave mixing coupler is a ring of three Josephson junctions
threaded by a flux �ext = 'ext'0, with '0 = ~/2e, Joseph-
son energies EW /h ⇡ 115 GHz and EJ/h ⇡ 250 GHz. The
bu↵er (green) and memory (blue) mode geometries are rep-
resented as field vectors. (d) Optical image of the device.
False colors highlight the input bu↵er/flux line (green), the
tomography transmon and coupling capacitor to its readout
resonator (red) as well as the three-wave mixing coupler (pur-
ple) (see Sec. D). (e) Dots: measured resonance frequency of
the bu↵er !b (green) and twice the measured resonance fre-
quency of the memory 2!m (blue) as a function of the flux
threading the ring. Dashed lines indicate the flux biases where
the circuit is operated. Solid lines: Best fit of the circuit pa-
rameters (see Sec. B).

of two main Josephson junctions with energy EJ sym-
metrically arranged within a superconducting loop that
is threaded with an external magnetic flux �ext (Fig. 1c).
These two junctions in parallel configuration have a com-
mon mode serving as a memory mode and a di↵erential
mode, associated with the flux degree of freedom of the
loop and serving as a bu↵er mode (see Sec. A). In order
to lower the relatively high frequency of the bu↵er mode
and increase its flux tunability, a third Josephson junc-
tion with energy EW is added in the loop making its con-
figuration similar to previously realized circuits [30–34].

Besides, it endows the memory mode with a frequency
sweet spot provided EW < EJ/

p
2. By symmetry, the

memory mode does not participate in this third junction
which plays no role in the two-to-one photon exchange
Hamiltonian. To tune the mode frequencies and partici-
pation in the mixing element, the superconducting loop
is further integrated within a linear microwave network
that preserves the mode symmetries (Fig. 1c). Finally,
a single input line (green in Fig. 1d) couples to the cir-
cuit to provide both fast flux bias and drive the bu↵er.
The frequency tunability makes it di�cult to engineer
a filter that protects the memory lifetime. Instead, we
leverage the symmetries of the circuit (Fig. 1d) and po-
sition the input line such that it does not impact the
memory quality factor while preserving a strong coupling
to the bu↵er (see Sec. C). We achieve a bu↵er coupling
rate b/2⇡ ⇡ 40 MHz and a much lower memory loss
rate 1/2⇡ ⇡ 14 kHz. Note that an RF-SQUID or a
SNAIL [35] could have been used as a 3-wave mixing el-
ement. However, the existence of a sweet-spot in flux
and the possibility to leverage the circuit symmetries to
preserve the memory quality factor made us favor this
design. Finally, a transmon qubit is inductively coupled
to the memory with �/2⇡ = 170 kHz to perform the
Wigner tomography of the memory mode [36–38].
The mixing element enforces a two-to-one photon ex-

change Hamiltonian with strength g2. Around the mem-
ory sweet spot, its value is well approximated by (see
Sec. B)

g2 ⇡ EW

~

✓
1 � �'ext

2

2

◆
'
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zpf,m'zpf,b (1)

where �'ext = (�ext � �
(sweet)

ext
)/'0 is the distance from

the sweet spot and 'zpf,m/b are the zero point fluctuation
of the phase from the memory and bu↵er mode respec-
tively across either of the main junction. In practice, it
is hard to ensure the frequency matching condition pre-
cisely at the sweet spot. In the experiment, g2 is close to
its maximum value at the flux �QEC for which the fre-
quency of the bu↵er matches twice the frequency of the
memory !b(�QEC) = 2!m(�QEC) ⇡ 2⇡ ⇥ 7.896GHz (see
Fig. 1e). Therefore the three-wave mixing term performs
the desired swap between pairs of memory photons and
single bu↵er photons at �QEC.
The preparation of a cat state |C↵

+
i / |↵i + | � ↵i

consists in starting from the vacuum state in the mem-
ory at �QEC and turning on a drive with an amplitude
|✏d| = |↵|2g2 (Fig. 1b) at twice the memory frequency
!d = 2!m for a time of 300 ns. It is shorter than the char-
acteristic time 1/|↵|21 of a photon loss yet long enough
for the two-photon dissipation and drive to stabilize the
memory into the cat qubit manifold. From there, one
may determine the two-photon loss rate 2 by monitoring
how the memory decays once the drive has been turned
o↵. Fitting the measured Wigner function W (�) at var-
ious time steps with the solution of a Lindblad master
equation where 2 is the single free parameter allows us

2

FIG. 1. (a) A four wave mixing coupler such as a transmon or
ATS swaps pairs of photons of a memory mode at !m for sin-
gle photons of a bu↵er mode at !b at a rate g2 owing to a pump
at |!b�2!m|. The bu↵er loss rate b thus leads to an e↵ective
two-photon dissipation rate 2 that scales with pump ampli-
tude. Driving the bu↵er mode on resonance at a displacement
rate ✏d stabilizes a cat code {|±↵i}. (b) A three-wave mixing
coupler passively performs the same photon exchange when
!b = 2!m. (c) Scheme of the autoparametric cat. The three-
wave mixing coupler is a ring of three Josephson junctions
threaded by a flux �ext = 'ext'0, with '0 = ~/2e, Joseph-
son energies EW /h ⇡ 115 GHz and EJ/h ⇡ 250 GHz. The
bu↵er (green) and memory (blue) mode geometries are rep-
resented as field vectors. (d) Optical image of the device.
False colors highlight the input bu↵er/flux line (green), the
tomography transmon and coupling capacitor to its readout
resonator (red) as well as the three-wave mixing coupler (pur-
ple) (see Sec. D). (e) Dots: measured resonance frequency of
the bu↵er !b (green) and twice the measured resonance fre-
quency of the memory 2!m (blue) as a function of the flux
threading the ring. Dashed lines indicate the flux biases where
the circuit is operated. Solid lines: Best fit of the circuit pa-
rameters (see Sec. B).

of two main Josephson junctions with energy EJ sym-
metrically arranged within a superconducting loop that
is threaded with an external magnetic flux �ext (Fig. 1c).
These two junctions in parallel configuration have a com-
mon mode serving as a memory mode and a di↵erential
mode, associated with the flux degree of freedom of the
loop and serving as a bu↵er mode (see Sec. A). In order
to lower the relatively high frequency of the bu↵er mode
and increase its flux tunability, a third Josephson junc-
tion with energy EW is added in the loop making its con-
figuration similar to previously realized circuits [30–34].

Besides, it endows the memory mode with a frequency
sweet spot provided EW < EJ/

p
2. By symmetry, the

memory mode does not participate in this third junction
which plays no role in the two-to-one photon exchange
Hamiltonian. To tune the mode frequencies and partici-
pation in the mixing element, the superconducting loop
is further integrated within a linear microwave network
that preserves the mode symmetries (Fig. 1c). Finally,
a single input line (green in Fig. 1d) couples to the cir-
cuit to provide both fast flux bias and drive the bu↵er.
The frequency tunability makes it di�cult to engineer
a filter that protects the memory lifetime. Instead, we
leverage the symmetries of the circuit (Fig. 1d) and po-
sition the input line such that it does not impact the
memory quality factor while preserving a strong coupling
to the bu↵er (see Sec. C). We achieve a bu↵er coupling
rate b/2⇡ ⇡ 40 MHz and a much lower memory loss
rate 1/2⇡ ⇡ 14 kHz. Note that an RF-SQUID or a
SNAIL [35] could have been used as a 3-wave mixing el-
ement. However, the existence of a sweet-spot in flux
and the possibility to leverage the circuit symmetries to
preserve the memory quality factor made us favor this
design. Finally, a transmon qubit is inductively coupled
to the memory with �/2⇡ = 170 kHz to perform the
Wigner tomography of the memory mode [36–38].
The mixing element enforces a two-to-one photon ex-

change Hamiltonian with strength g2. Around the mem-
ory sweet spot, its value is well approximated by (see
Sec. B)

g2 ⇡ EW
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the sweet spot and 'zpf,m/b are the zero point fluctuation
of the phase from the memory and bu↵er mode respec-
tively across either of the main junction. In practice, it
is hard to ensure the frequency matching condition pre-
cisely at the sweet spot. In the experiment, g2 is close to
its maximum value at the flux �QEC for which the fre-
quency of the bu↵er matches twice the frequency of the
memory !b(�QEC) = 2!m(�QEC) ⇡ 2⇡ ⇥ 7.896GHz (see
Fig. 1e). Therefore the three-wave mixing term performs
the desired swap between pairs of memory photons and
single bu↵er photons at �QEC.
The preparation of a cat state |C↵
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consists in starting from the vacuum state in the mem-
ory at �QEC and turning on a drive with an amplitude
|✏d| = |↵|2g2 (Fig. 1b) at twice the memory frequency
!d = 2!m for a time of 300 ns. It is shorter than the char-
acteristic time 1/|↵|21 of a photon loss yet long enough
for the two-photon dissipation and drive to stabilize the
memory into the cat qubit manifold. From there, one
may determine the two-photon loss rate 2 by monitoring
how the memory decays once the drive has been turned
o↵. Fitting the measured Wigner function W (�) at var-
ious time steps with the solution of a Lindblad master
equation where 2 is the single free parameter allows us

New circuit design for non-parametric 3-wave mixing *

* A. Marquet, B. Huard et al., arXiv:2307.06761
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FIG. 2. (a) Dots: Measured two-photon relaxation rate 2

as a function of flux bias close to �QEC. Error bars represent
statistical uncertainties. Inset: pulse sequence used for the
measurement. The detuning between bu↵er frequency and
twice the memory frequency is indicated on the top axis. (b)
Top: Measured Wigner functions of the memory after the de-
cay times indicated on the figure for |↵| = 2.5 and at the flux
indicated by the star in (a). Bottom: results of the simulation
using 2/2⇡ = 2.16 MHz.

to determine 2/2⇡ ⇡ 2.16±0.1 MHz at �QEC. The ratio
2/1 ⇡ 1.5 ⇥ 102 is much larger than in previous im-
plementations of two-photon dissipation using four-wave
mixing [17, 18, 23, 39]. This procedure is repeated for
various flux biases around �QEC in Fig. 2a, which shows
the range of detuning !b�2!m over which the two-photon
loss rate decreases. The discrepancy between experiment
and simulation of the evolution of the Wigner functions
(Fig. 2b), mainly visible at 8 ns, can be attributed to the
breakdown of the condition for adiabatic elimination of
the bu↵er mode (see Sec. G).

Note that quantum state tomography of the memory
is performed using a cavity displacement and the disper-
sive coupling to the transmon [36–38]. However, since
both are inhibited by two-photon loss, Wigner tomogra-
phy is performed at a flux �tomo (see Fig. 1e) such that
the strong detuning !b � 2!m disables two-photon dis-
sipation. In practice, the tomography thus requires to
abruptly change the flux bias between �QEC and �tomo

(see Sec. E 2). Besides, we use a tomography technique
that strongly benefits from the two-photon dissipation to
avoid measurement errors associated with large photon
numbers [40].

FIG. 3. (a) Pulse sequence of the phase flip rate measure-
ment. (b) Dots: measured phase flip rate �Z (linear scale) of
the cat code as a function of photon number |↵|2. All values
are obtained by fitting W (0) to an exponential decay in time.
Error bars represent statistical uncertainties (see Sec. I 1).
Line: expected rate 2|↵|21. (c) Pulse sequence of the bit-
flip time measurement. (d) Dots: measured bit flip time (log
scale) of the cat code as a function of photon number |↵|2. All
values are obtained by fitting the di↵erence W (↵) �W (�↵)
to an exponential decay in time. Error bars represent statis-
tical uncertainties (see Sec. I 1). Solid black line: expected
bit-flip time with m

' /2⇡ = 0.08 MHz under the adiabatic

elimination of the bu↵er: e2|↵|2/(|↵|2m
' ). Dashed blue line:

simulated bit-flip time with the same m
' , assuming a detun-

ing 2!m�!b = 2⇡⇥3.5 MHz. Red dots: predicted limitation
of TX imposed by the measured excitation of higher states of
the transmon (Fig. 25).

The phase-flip rate �Z of the cat code can be measured
in a similar manner as the two photon loss rate (Fig. 3a).
Starting from the quantum superposition |C↵

+
i, the par-

ity, hence the measured W (0), decays exponentially with
time at a rate �Z while the drive ✏d(↵) is kept on. In
Fig. 3b are shown the observed �Z rates as a function of
photon number |↵|2 in the cat code. As expected, the
phase-flip rate increases linearly as �Z = 2|↵|21 until it
goes above 20 photons.

The bit-flip time TX characterizes how fast the coher-
ent state |↵i decays to an equal mixture of |�↵i and |↵i.
In order to measure it, the flux is first set to �tomo so that
a memory drive can prepare the state |↵i. The flux is
then turned back to �QEC and the bu↵er drive is imme-
diately turned on with an amplitude ✏d(↵) (Fig. 3c). We
measure the Wigner functionsW (±↵) for various waiting
times and fit their di↵erence W (↵) � W (�↵) / e

�t/TX .
The resulting bit-flip time is shown in Fig. 3d and rises
exponentially with photon number |↵|2 until about 12
photons. There, TX grows by a scaling factor of about
3.5 per added photon, smaller than the limit of 7.4 pre-
dicted in case of pure dephasing alone (solid line) [24].

We explain this discrepancy by the breakdown of the

Similar bit-flip and phase-flip scaling

⌘ =
1

2
=

1
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Summary & outlook

• Quantum error correction and fault-tolerance: holy grail of quantum information processing


• Initial successful experiments of quantum error correction for a quantum memory but a tough path 
forward: larger chips by a factor 10 with better gate/measurement performances (a factor of 10). 


• Many possible shortcuts: protected qubits, better codes, low-level error correction, autonomous 
stabilization. 



Dissipative realization:

Ĥ1 = g2( ̂d† ̂a2 + h.c.)

Realization: 4-wave mixing + 2 pumps

Ĥ2 = ϵd(t)d† + h.c.

Ĥ = ϵd
̂d† + ϵ*d

̂d

|0⟩ ≈ |α⟩

|1⟩ ≈ | − α⟩|0〉

|1〉

|+〉|−〉
Q

I

ϵd(t)

Physical implementation

  κ2( ̂a2 − α2) → κ2( ̂a2 − (αeiπt/T)2)



Qubit a in  |0⟩ ≈ |α⟩ → 𝒟[b̂2 − α2]

Qubit a in  |1⟩ ≈ | − α⟩ → 𝒟[b̂2 − (αeiπt)2]

La = κ2( ̂a2 − α2)

Lb = κ2[b̂2 −
α
2

(( ̂a + α) −e2iπt( ̂a − α))]

Control (Qubit a) Target (Qubit b)

CNOT ≈ |α⟩⟨α | ⊗ I + | − α⟩⟨−α | ⊗ ( |α⟩⟨−α | + | − α⟩⟨α | )

Experimental realization: TWM + Phase and amplitude modulation

Ĥ1 = g2( ̂d†b̂2 + h.c.) Ĥ3 = ϵ2(t)d† + h.c.Ĥ2 = g1(t) ̂d† ̂a + h.c.

Q

I

Q

I

ωp1
= ωd − 2ωb

ωp3
= ωd

ωp2
= 1

2 (ωd − ωa)

Control = , Target = ̂a b̂

Bias-preserving CNOT gate (& Toffoli gate)
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